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Shock waves in polycrystalline iron: Plasticity and phase transitions
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At a pressure of around 13 GPa iron undergoes a structural phase transition from the bcc to the hexagonal
close-packed phase. Atomistic simulations have provided important insights into this transition. However, while
experiments in polycrystals show clear evidence that the α-ε transition is preceded by plasticity, simulations up
to now could not detect any plastic activity occurring before the phase change. Here we study shock waves in
polycrystalline Fe using an interatomic potential which incorporates the α-ε transition faithfully. Our simulations
show that the phase transformation is preceded by dislocation generation at grain boundaries, giving a three-wave
profile. The α-ε transformation pressure is much higher than the equilibrium transformation pressure but decreases
slightly with increasing loading ramp time (decreasing strain rate). The transformed phase is mostly composed
of hcp grains with large defect density. Simulated x-ray diffraction displays clear evidence for this hcp phase,
with powder-diffraction-type patterns as they would be seen using current experimental setups.
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The study of materials under pressure is important to un-
derstand geophysical and astronomical processes but has also
technological implications, for instance due to the possibility
of creating new phases which might be stable at ambient
conditions, with improved characteristics. In particular, there
are many studies of iron under pressure, given that iron is
an element of relevance in multiple areas, including its role
in the Earth’s core. Research using ab initio simulations [1],
diamond anvil cells [2–4], and dynamic shock experiments [5]
is achieving increasing understanding of iron phase changes
at high pressure, but detailed understanding of the solid-solid
phase transition occurring around 10–30 GPa is still lacking.

Shock experiments in polycrystalline Fe [6–8] in that
pressure range show a three-wave structure: first the elastic
compression wave, then an elastic-plastic transition, and
finally the phase transition from bcc to close packed (cp).
Atomistic molecular dynamic (MD) simulations have been
successful in describing the bcc → cp phase transition [9–12],
using the Voter embedded-atom-model (EAM) potential [13],
with dislocations in the transformed cp phase [11]. However,
there are outstanding issues that remain in our current under-
standing of shocks in Fe: Existing simulations observe purely
elastic compression before the phase transformation front,
even when polycrystals are considered [11], and a large fcc
fraction in the simulated transformed phase, the observation
of which has been elusive in experiments [14].

In this paper we go beyond previous simulations in
polycrystalline Fe in several aspects: (i) we employ an
EAM potential which describes both the phase transition
and dislocation-based plasticity in the bcc phase, as it
has been recently shown for homogeneous compression of
Fe samples [15]; (ii) we implement a finite shock-loading
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ramp time, thus allowing for sufficient time for plasticity
to build up; (iii) we employ sufficiently large grains in our
nanocrystalline sample to allow for dislocation nucleation;
and (iv) we calculate simulated x-ray diffraction profiles, as
in a recent setup using spatial and temporal scales accessible
to molecular-dynamics simulation [16]. These features allow
us to obtain the experimental three-wave shock structure,
alongside a large increase in transition pressure recently
observed experimentally [17], and could help guide future
experiments for Fe nanocrystals.

The molecular dynamics code LAMMPS [18] was used
to perform the simulations. A recent review [19] studied
several often-used Fe empirical potentials, comparing them
to ab-initio calculations, including results on dislocation core
structure and energy. Here, we employ a recent EAM potential,
similar to the Machová and Ackland potential [20,21], but
fitted specifically to provide the bcc → hcp phase transition
which should occur in Fe under pressure. This potential has
been described in detail recently [15] and gives a bcc →
hcp transition at 13.75 GPa. We denote it as the Ackland po-
tential. In addition, we performed reference simulations with
the often-used Mendelev potential [22]. It provides a reason-
able description of dislocation properties but does not describe
properly the pressure-induced bcc → cp phase transition, since
its barrier is assumed high and the transition occurs only above
60 GPa.

We have used samples containing 7–36 million atoms.
Most of the simulations discussed here are for a sample with
nearly 30 million atoms, with size ∼30 × 30 × 430 nm3.
The sample was constructed with the Voronoi tesselation
method [23] with a mean grain size of 7.5 nm. The cross
section of the sample contains more than 10 grains, and the
complete sample contains 960 grains. We relax the sample
using high-temperature annealing as in Ref. [15], which is
essential to equilibrate grain boundaries (GBs). The system
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FIG. 1. (Color online) Spatial profiles of the (a) atom velocity in z direction, vz, the (b) pressure component parallel to the shock wave
propagation, pzz, the (c) shear stress, and the (d) fraction of non-bcc material. The so-called knees in the profiles are marked by a dot; see text.
The simulation is performed for the Ackland potential [15] and a loading rise time of 15 ps.

is initially at a temperature of 10 K. We chose this low
temperature deliberately as our main aim is to look for
plasticity in polycrystalline Fe: Since temperature increases
under loading, a low starting temperature allows us to identify
dislocations relatively easily, as thermal noise is minimal.
Shocks are applied as in previous work [24], by giving a certain
particle velocity to a piston on one side of the sample. This
particle velocity Up was increased linearly from zero to the
desired value, 0.7 kms−1, during a ramp time tr , since nonzero
rise times ease dislocation nucleation [24].

The shear stress is defined as pshear = (pzz − ptrans)/2,
where pij denote the components of the stress tensor and
the transverse pressure is defined as ptrans = (pxx + pyy)/2. A
decrease in shear stress is associated with plasticity or phase
transformations. Samples were visualized using common-
neighbor analysis (CNA) [25,26], together with the dislocation
extraction algorithm (DXA) [27,28], and the adaptive CNA al-
gorithm contained within the open visualization tool (OVITO)
and the crystal analysis tool (CAT) [29].

The space and time evolution of the quantities describing
the state of the material while the shock wave passes through
it are displayed in Fig. 1. The velocity profiles, vz(z), show
two so-called knees—points where v(z) suddenly changes
slope. The knee at the front is at a particle velocity of around
0.15 kms−1, while the second knee in the shocked material
is at around 0.45 kms−1. The knees divide the material into
three sections, thus establishing the three-wave structure of the
shock. The shock-wave velocity in each section is determined
from Fig. 1(a) by evaluating how far the material proceeds
between the different time frames shown. While the shock
front moves at 6.3 kms−1, the second wave moves at 5.9 kms−1.
Finally the wave speed in the phase-transformed material is
5.5 kms−1. Those inflection points are also observed in the
longitudinal stress (pzz) profiles [Fig. 1(b)], the first one at
∼10 GPa and the second at ∼23 GPa. We interpret the velocity
and stress profiles as having a three-wave structure: an elastic
precursor wave is followed by a plastic wave, which then
leads to a phase-transformation front. The Hugoniot elastic
limit (HEL), which determines the transition pressure from
the elastic to the plastic state, of ∼10 GPa agrees roughly with
the threshold for dislocation emission from GBs. An HEL of
∼5.5 GPa was measured for a 5-μm-grain Fe polycrystal, at a
strain rate of almost 107 s−1 [8]. Our simulations are carried out
for 7.5-nm grains and a strain rate near 109 s−1, both aspects
leading to an increased HEL. Shear stress, Fig. 1(c), increases
with compression, but in the plastic region the shear stress
increase starts competing with plastic relaxation, reaching a

maximum with values of 3–3.5 GPa. The plastic region is
narrow due to the appearance of the phase transition. In that
narrow range, there is nucleation of relatively few dislocations,
as is shown later. These dislocations move only across small
nanograins and do not contribute greatly to plastic relaxation.
In large, micrometer-sized grains, plastic relaxation leading
to nearly hydrostatic compression has been observed [14].
The fraction of non-bcc material, firreg, displayed in Fig. 1(d)
reaches values of >80% in the shocked material. In the
reference study performed with the Mendelev potential, which
gives us a reference of the fraction of disordered and defective
material, firreg only reaches values of around 40% [30]. The
higher percentage measured for the Ackland potential is due
to true phase transformation from the bcc to cp phases,
which in turn includes a large amount of dislocations and
stacking faults.

An analysis of the phase content shows a steady decrease of
the bcc phase; the material transforms to cp phases, primarily
to hcp but also some fcc [30]. Note that at these high pressures,
both fcc and hcp have very similar enthalpies, so that during
the nonequilibrium conditions of the shock both phases may
form. In a previous study [15], we showed that after relaxation
of the compressed material at a high pressure, the material
will turn into hcp, while the fcc phase only appears in the form
of stacking fault planes. Snapshots of the shocked sample,
displaying the transformed hcp structure with fcc faults can be
seen in the Supplemental Material [30].

At 70 ps, the shock wave just reached the back surface
of our crystallite and is beginning to be reflected. Therefore
we chose the time of 60 ps for further discussion. Figure 2
shows the relevant part of the sample. The first knee in
the profiles in Fig. 1(c) is at 365 nm, marking the elastic
compression wave. We observe a considerable increase of
intragrain defect features at 320–280 nm, consistent with the
second knee at 320 nm, marking the onset of dislocation
plasticity and the start of the decrease of the shear stress.
Finally the full phase transformation of grains below 280 nm
leads to further reduction of the shear stress but reaches a
stationary cp fraction well behind the shear stress maximum.
This sequence of events gives evidence that the nucleation
of the new phase is a phenomenon which is preceded by the
activation of plasticity and takes time until completion after
tens of picoseconds. A transition time of tens of picoseconds
is well below current experimental estimates for the transition
time close to 1 ns [14] for strain rates of ∼108 s−1, but a recent
generation of experiments with picosecond time resolution
might reduce such estimate [16]. It can be seen that the new
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FIG. 2. Snapshots of a region of the sample extending be-
tween 250 and 350 nm from the position where the shock
wave starts, before launch of the shock wave (top), and
60 ps after start of the shock wave (bottom) for the Ackland potential.
Light gray: bcc; gray: hcp; black: fcc; white: other (defects, grain
boundaries, etc.). Identified via adaptive CNA analysis.

phase is nucleated at GBs, and therefore the grain size of
the transformed grains is roughly the same as the original
grain size.

An analysis of the dislocations which have formed in
the material after passage of the shock wave shows that
new dislocations nucleate at the GBs and then move across
grains. Detailed dislocation analysis has been carried out with
DXA [27,28]. A perspective view of the sample, including
GBs and dislocations, can be seen in the Supplemental
Material [30]. A few dislocations in this frame are shock
induced and in the process of crossing grains, but several
dislocation networks are just part of the structure of some
GBs. Figure 3 plots a thin slice of the sample, 1.5 nm thick,
in the region where there is only plasticity, just behind the
elastic wave and just ahead of the phase transformation. One
can see many straight dislocation segments. This is because
typically a mixed dislocation loop is emitted on one side of
the boundary, with the edge component advancing and leaving
behind a couple of screw segments. The edge component gets
absorbed at the opposite boundary, leaving the screw segments
crossing the grain. This is consistent with high-resolution
electron microscopy of recovered, plastically deformed bcc
metals, showing mostly screw dislocations [32].

We performed a series of simulations, in which the shock
ramp time tr was varied systematically between 0.1 and 30 ps.
The onset of plastic deformation does not show a dependence
on ramp time, within our error bars, being 10–12 GPa. This is
expected, since at these high strain rates, dislocation plasticity
will depend mostly on GB structure. The onset of phase
transformation, on the other hand, systematically decreases
with ramp time from 26 GPa (tr = 0.1 ps) to 22 GPa (tr =
30 ps). Note that this transformation pressure is considerably
higher than the equilibrium phase transition pressure, which
is experimentally (and in the potential employed here) at
13 GPa, indicating an important role of kinetics in the phase
transformation. Recent experimental results are also consistent
with the phase transformation occurring above 20 GPa [17].

FIG. 3. (Color online) Cross-sectional view of the sample at
70 ps using the Ackland potential and the DXA tool. A slice at a
depth of 381.5 nm with a thickness of 1.5 nm is shown. Only shown
are atoms which belong to either GBs or dislocations or that are in
otherwise strongly perturbed environment. Color code indicates depth
of atoms (blue [dark gray], front; red [gray], behind). Shock wave
started from behind. Note a grain containing several straight screw
dislocations which have already crossed that grain. Visualization has
been prepared using Ovito [31].

X-ray diffraction has proven to be a powerful tool for the
ultrafast in situ analysis of shocked material [16]. In order
to facilitate comparison of the MD results with experiments,
we show in Fig. 4 simulated powder diffraction data. These
were obtained by calculating the Fourier transform of the
atomic coordinates, allowing interrogation of reciprocal space
equivalent to that accessed in Debye-Scherrer diffraction
geometries [33]. In Fig. 4(a) we show integrals around the
diffraction angle φ, reducing the pattern to a line profile. Due to
the relatively small number of grains we repeat this process for
various wavelengths, summing the signals in terms of spacing
d between planes. In doing so, we interrogate a larger range
of reciprocal space, allowing us to capture the response of a
larger number of grains. It should be noted that this procedure
is strictly valid only for hydrostatic conditions, where Bragg’s
law provides a complete description of the relation between
diffraction and strain. However, the relatively small increase
in peak width and consistency of implied lattice parameters
c and a of the hexagonal phase across different d imply that
this assumption is valid, at least in the case of the hcp-only
signal. In contrast to the values found in single-crystal shock
experiments [34], our hcp phase is characterized by a lattice
parameter ratio c/a of 1.6, as in the ideal hcp lattice and
in recent experiments [14]. Note that the fcc phase found
by CNA analysis does not display prominent features in the
diffraction pattern, Fig. 4(a). In particular, the (002) peak
seems to be missing in the shocked material. This is because
the fcc detected by the local structural detectors (CNA) is
mostly caused by stacking fault defects in the hcp phase [30].
This aspect is different from previous simulations [9–11]
performed with the Voter potential, in which the fcc phase
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FIG. 4. (Color online) Simulated powder diffraction patterns at 70 ps. (a) Line profiles from elastically compressed (depth 400–410 nm,
dotted blue [gray]) and phase changed (depth 220–230 nm, solid black) sections of the sample. The center profile (dashed red [gray]) shows
the simulated diffraction profile from only those atoms in the shocked region identified as hcp by CAT. Also shown are indexing for hcp fit to
the powder pattern (solid downward-facing triangles), commensurate fcc (hollow downward-facing triangles), and bcc (solid upward-facing
triangles). In addition, ray tracings are displayed, simulating the diffraction patterns in an experimental geometry for (b) unshocked and (c)
phase-changed sections of the sample. The diffraction pattern is simulated for a 50 × 50 mm film, placed 30 mm in transmission, using an
incoming x-ray of energy 8.05 keV (Cu Kα), perpendicular to the film.

is more prominent. The fact that fcc fails to be identified is
in agreement with diffraction experiments [14]. The simulated
x-ray diffraction patterns feature increased ring widths during
the transition accompanied by a decrease in the spot intensity
from individual grains behind the phase transformation front,
caused by the presence of planar faults in the transformed
hcp phase, which reduce the effective grain size of the sample
reducing the effective texture of the sample.

In summary, our simulations, together with a recent gener-
ation of high-pressure experiments, loading micrometer-thick
films and obtaining diffraction data with time resolution
of about 10 ps [16], anticipate stronger synergy between

experiments and simulations covering the same length and time
scales and leading to an increasing understanding of materials
under extreme conditions. In particular, we show that plasticity
precedes the phase transition; a polycrystalline sample with
large grains and a sufficiently slow rise time of the shock are
necessary for dislocations to nucleate and grow before the
phase transition takes place.
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