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a b s t r a c t

Using molecular dynamics simulation, we study the austenitic and the martensitic solid–solid phase
transformation in the Fe–C system. Random alloys with C contents up to 1 at% are subjected to a heat-
ing/cooling cycle. The martensite and austenite phase transition temperatures can be determined from
the hysteresis of the system volume with temperature. The martensite temperature decreases with C
content, as in experiment. The influence of the C atom position on the phase transformation and the path-
ways of the transition are analyzed. The transformed austenite phase shows strong twinning.

! 2013 Elsevier B.V. All rights reserved.

1. Introduction

The mechanisms and kinetics of solid–solid phase transitions in
iron form an important research field. Besides experiment [1–3],
atomistic simulation investigated this topic in detail. Here most
studies are devoted to pure Fe, and investigated the phase transi-
tion in the bulk [4–7], in thin films [8–11] and in nanoclusters
and nanowires [12–15]. Studies of iron alloys concentrate on
metallic alloying elements like Cu or Ni [16–18].

Among the iron-based alloys, the Fe–C system is of special
importance as it forms the basis of steels. Many important issues
have been investigated for this system, such as the position of
the C atoms in the Fe lattice [19–21], the diffusivity of C atoms
[22–25] or elastic properties [20,24,26]. Up to now, however, few
atomistic studies have been published on the solid–solid phase
transformations of the Fe–C system. In the present study, we inves-
tigate bulk Fe–C systems with different C concentrations to study
the temperature induced a (bcc) M c (fcc) phase transition.

The interatomic interaction potential plays a critical role in
atomistic studies based on molecular-dynamics simulation and
must be chosen with care. Six available potentials for iron in the
embedded-atom model (EAM) class have been analyzed by Engin
et al. [27]. The authors concluded that among the analyzed poten-
tials, only the Meyer–Entel potential [28] can describe both the bcc
and the fcc phase faithfully: The free energy curves of the fcc and

the bcc phase cross at a temperature of 550 ± 50 K. While this is
smaller than the experimental value of 1184 K, this potential has
been used widely to study the a M c phase transition in pure Fe
[10–15,29–31].

Several empirical interatomic potentials have been published to
describe the Fe–C interaction. Johnson et al. [32] developed a pair
potential for Fe–C systems but excluded the C–C interaction. With
this potential, the authors reproduced the migration energy of C in
the Fe lattice, the activation volume of the migration and the bind-
ing energy of the C atom to a vacancy. Rosato [33] improved the
Johnson potential by including the Finnis–Sinclair [34] potential
for the bcc and the Rosato–Guillope–Legrand potential [35] for
the fcc phase. More recently, several EAM-based Fe–C potentials
have been published [21,24,36]. These, however, only describe
the low-temperature a phase.

In the present paper, we study the a M c phase transition in
Fe–C systems. Both the austenitic and martensitic phase transition
will be analyzed. We focus on the dependence of the transition
temperatures on the C content and analyze the transition pathway.

2. Simulation method

We use the method of classical atomistic simulation. The simu-
lation volume is cubic and contains a bcc crystallite; all faces are
oriented in h100i directions. The dimensions of the system amount
to 43.05 ! 43.05 ! 43.05 Å3; this corresponds to 15 bcc atom lay-
ers in each cartesian direction. The total number of Fe atoms
amounts to 6750. C atoms are inserted randomly in octahedral
interstitial sites. Note that due to this random insertion, the simu-
lation volume shows no tetragonal distortion but remains cubic.
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We investigate five different atomic C concentrations: 0, 0.2, 0.5,
0.8, and 1 at%. Periodic boundary conditions are employed in all
three directions.

Fe atoms interact via the Meyer–Entel interaction potential [28]
with each other. The C–Fe interaction is taken from the work of
Johnson et al. [32]. Finally, C atoms interact via the Tersoff poten-
tial [37]. We recently calculated the free energy of the bcc and the
fcc phase in this Fe–C system [38] and showed that the transition
temperature decreases with increasing C content, in qualitative
agreement with the phase diagram, see Fig. 3 below.

The systems are relaxed for 50 ps in an NPT ensemble at 50 K
with pressure control (0 Pa) in all three directions. After
equilibration, a heating/cooling cycle is performed: we increase
the temperature from 50 K up to 1600 K with a heating rate of
1 K/ps. and then cool down from 1600 K to 50 K with the same
rate. The total simulation time thus amounts to 3.1 ns. During
this cycle the simulation is controlled via an NPT ensemble: The
temperature is controlled through a Nosé-Hoover thermostat
and the pressure is fixed to 0 through a barostat with pressure
control in all three directions. By the solid–solid phase transfor-
mations, the initially cubic volume can deform to a parallelepi-
ped. We monitor the evolution of the system volume. The
austenite and martensite temperature are determined from the
volume-temperature plots.

For each C concentration, five different simulations are run,
which differ from each other by the initial C atom position. For
each simulation, the austenite and martensite temperatures are
determined. The average over these individual temperatures is ta-
ken as the final result.

To study the dependence on the heating/cooling rate, we inves-
tigate 5 cooling rates: 1, 2, 3, 4, 5 K/ps for the system with 0.5 at% C
concentration. In this case the initial positions of the C atoms are
exactly the same for these runs.

All calculations are performed with the open-source LAMMPS
code [39]. The local atomic structure is analyzed using common-
neighbor analysis (CNA) [40].

3. Results

3.1. Austenitic and martensitic phase transition

We first discuss the temperature-induced phase transition in
our Fe–C systems. Fig. 1(a) displays the volume-temperature plot
for the 0.2 at% system as an example. Upon heating the system ex-
pands until at around 1250 K, the volume suddenly jumps; this
indicates the austenitic transformation to the fcc phase. Upon cool-
ing, the system contracts until at around 380 K the volume jumps
back, indicating the transformation to the bcc phase. The hysteresis
observed here thus can be taken as an indicator of a first-order
structural phase transition. Similar hystereses have been observed
previously in metallic systems during the austenitic/martensitic
phase transition [41–43].

Note that the volume changes occur abruptly, thus signaling
that the transformations proceed in one step throughout our sim-
ulation volume. This is due to the fact that (i) we start from a single
crystal; (ii) due to the high thermal rates strong superheating and -
cooling is created and thus the driving force for the transition be-
comes strong; (iii) our system is small. In experiment, as a rule the
transformation proceeds in several steps [44]; thus it is necessary
to distinguish between a martensite start and a martensite finish
temperature. This is not necessary in our simulations.

The volume change in the austenitic transformation is consider-
ably smaller than that in the martensitic transformation. This is
due to the local microstructure forming in the austenitic phase
and will be discussed below, see Section 3.2, Fig. 6.

In Fig. 1(b) we compare data on the martensitic transition for
the individual simulations performed for the system with 0.2 at%
C concentration. 5 individual systems have been simulated which
only varied in the initial random position of the C atoms. We see
considerable changes between the individual systems. The maxi-
mum variation of the martensite temperature amounts up to
100 K. We note that the influence on the austenite temperature
is much smaller. The results for systems with higher C concentra-
tion are similar. We attribute the strong influence of the random C
positions to the local elastic stress generated by them. High local
stresses will influence the phase transition.

We note that C atoms do not diffuse during our simulation; they
remain at the position which they occupied initially. This means
that C atoms will not equilibrate or homogenize their positions
in the course of the simulation.

Fig. 2 shows the volume-temperature hystereses for varying C
concentration. Here we display the absolute volumes of the sys-
tems to show the volume increase of our initially relaxed samples
with increasing C content. The main result here is that both the
austenite and martensite temperatures systematically decrease
with C content.

These data are quantified in Fig. 3 which shows the austenite
and martensite temperature in dependence of the C concentration.
We compare our simulation results with the experimental values
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Fig. 1. Dependence of system volume on temperature during a heating/cooling
cycle. C concentration 0.2 at%. Data normalized to the volume at 50 K immediately
after relaxation. (a) Data for the entire heating/cooling cycle. Inset shows details of
the austenitic transition. (b) Individual data for 5 different systems with identical C
concentration (0.2 at%) but varying sites of the C atoms in the bcc Fe lattice.
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[44]; these have been obtained for the martensite start tempera-
ture. In addition we include recently obtained transition tempera-
tures from free-energy calculations [38]. The simulation data for
the martensite temperature are considerably smaller than the
experimental data. This is a well-known feature of the Meyer–
Entel potential used by us, which features the equilibrium
bcc–fcc transition temperature at 550 ± 50 K [27]; in reality it is
1185 K. However, our data are in good agreement with our recent
free-energy calculations.

Fig. 4 displays snapshots of the simulation system at 0.2 at% C
concentration during the heating/ cooling cycle. The initial and fi-
nal surface is a bcc {100} plane. Fig. 4(a) shows the status imme-
diately after relaxation. The CNA detector identifies the local
crystal structures around the Fe atoms as bcc, fcc, or hcp. Uniden-
tified sites may be defects; in our case many unidentified struc-
tures are caused by the strain field of nearby C atoms, which
distort the local atomistic arrangement of the Fe atoms.

At a temperature of about 1300 K, the austenitic phase
transition takes place; Fig. 4(b) shows a snapshot just during this
austenitic transition. Here the local crystal structures of many Fe
atoms cannot be correctly identified by using the CNA. This is
due to several reasons: (i) During the phase transition, the atoms
leave their equilibrium positions. They may be located on interme-
diate positions between the fcc and bcc sites. (ii) The high
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Fig. 2. Dependence of system volume on temperature during a heating/cooling
cycle. Data for several C concentrations are shown.
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Fig. 3. The austenite and martensite temperature in dependence of the C
concentration compared with experimental values [44] and the results from free
energy calculations [38]. Error bars denote the average error of the mean values for
the simulation data.

Fig. 4. Snapshots of the system with 0.2 at% C concentration during the heating [(a)
and (b)] and cooling [(c)–(e)] cycle. Colors denote the local crystal structure as
obtained by CNA. Yellow: bcc; dark blue: fcc; light blue: hcp; red: unknown; small
blue spheres: C atoms. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)
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Fig. 5. Diagonal components of the stress tensor in the three cartesian directions
during the heating/cooling cycle for the system with 0.2 at% C concentration. Data
have been smoothened to get rid of temperature-induced fluctuations.
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temperature leads to strong thermal fluctuations of the atoms,
which negatively influence the operation of the CNA detector.
(iii) As mentioned before, the C atoms disturb the local symmetry
of the Fe lattice. Fig. 4(c) shows the completely transformed

austenite phase at a temperature of 400 K (during the cooling
phase). The transformed fcc phase shows a characteristic twin
structure, which will be discussed in detail below. At a tempera-
ture of 320 K, Fig. 4(d), the martensitic phase transition takes place,
and is terminated at 310 K, Fig. 4(e).

3.2. Mechanisms of the transition

In this subsection, we discuss the pathway followed by the
phase transition. Our simulations show that in all systems the
pathway of the transition is similar. We take the system with
0.2 at% C concentration as an example.

Fig. 5 displays the evolution of the stress during the heating/
cooling cycle. Due to the barostat, the pressure is well controlled
and stays at zero during the cycle. Only at the austenitic and mar-
tensitic phase transitions considerable stresses are created in the
system. While the stress in the austenitic transition is only around
0.1 GPa, stresses in the martensitic transition amount to >1 GPa.

This difference can be understood by monitoring the
microstructure developing in the austenite phase, Fig. 6. Here the
formation of a regular twin structure can be observed. The twin
planes running diagonally through this figure are {111} planes,
as it is common in fcc systems. The lattice shear accompanying
twinning relieves the stress during the transformation and is thus
responsible for the relatively small stresses showing up during the
transformation.

Fig. 6. Twin structure developing during the austenitic phase transition for the
system with 0.2 at% C concentration. The snapshot shows the original (001)bcc

plane which has transformed to a ð!211Þfcc plane. The axis orientation of the initial
bcc phase is indicated at the lower right-hand side. The white rectangles show the
symmetric fcc lattice at both sides of the twin planes. The formation of the twin
structure is indicated schematically.
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Fig. 7. Dependence of relative system volume on temperature during a heating/
cooling cycle. (a) Data are shown for heating/cooling rates from 1 to 4 K/ps for the
system with 0.5 at% C concentration. Inset shows details of the austenitic transition.
(b) For a heating/cooling rate of 5 K/ps the hysteresis has vanished.
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Upon cooling, at the martensite temperature the twinned aus-
tenite structure back-transforms to bcc, and the twin structure is
resolved. Without the stress-relieving effect of the twins, the mar-
tensitic transition causes about 12 times higher stress than the
austenitic transition (Fig. 5) and the volume change is much bigger
than the austenitic phase transition (Figs. 1 and 2).

3.3. Dependence on the heating/cooling rate

It is well known [45] that the difference of the austenite and
martensite temperature (the width of the hysteresis) depends on
the heating/cooling rate dT/dt: The hysteresis becomes wider for
larger rate. We performed simulations of heating/cooling rates
from 1 to 4 K/ps for an Fe–C system with 0.5 at% C concentration.
Our simulation results, Fig. 7(a), show that indeed the width of
the hysteresis increases with dT/dt; the austenite temperature in-
creases and the martensite temperature decreases. Fig. 8 quantifies
the dependence of the martensite (austenite) temperature on the
heating (cooling) rate.

In addition, with increasing rate, the transformation needs more
time. This is seen most clearly in the almost 100-K span of temper-
atures which the martensite transformation requires for comple-
tion in Fig. 7(a) for the highest cooling rate. The simulation data
for dT/dt = 3 and =4 K/ps are almost identical. When further
increasing the rate to 5 K/ps, the thermal expansion and contrac-
tion follow the same pathway, see Fig. 7(b); the phase transitions
are suppressed.

4. Conclusions

Using classical molecular-dynamics simulation, we study the
austenitic and the martensitic solid–solid phase transformation
in the Fe–C system as a function of the C content. We find the
following.

1. When subjecting the Fe–C system to a heating/cooling cycle, the
martensitic and the austenitic transformation occur at well
defined temperatures and spontaneously transform the entire
crystallite.

2. Both the martensite and austenite temperature decrease with
increasing C content. These results are in agreement with the
experimental finding that C stabilizes the fcc phase.

3. We find a strong dependence of the transition temperatures on
the actual positions of the C interstitial atoms; this feature is
due to the local stress exerted.

4. The stresses building up during the austenitic transition are an
order of magnitude smaller than during the martensite transi-
tion. This is caused by the build-up of a regular twin structure
in the austenite phase, which helps release the high transforma-
tion stress.

5. With increasing heating/cooling rate the phase transition is
retarded; for extreme rates (dT/dt P5 K/ps) it is suppressed.

It is well known that all alloying elements have a strong influ-
ence on the a–c transition temperature of Fe; elements have there-
fore been classified into those that stabilize the a-phase (‘c-loop
forming elements’) and those that destabilize it (‘c-openers’). For
substitutional alloys, the number of electrons introduced by the
alloying element plays the central role, as it influences the magne-
tism in the alloy and hence the relative stability of the a- and
c-phase [46]. Phase stability of interstitial alloys, in contrast,
depends on the interstitial volume present in the different phases.
Here, for simple geometric reasons, the c-phase provides more
space: The radius of the octahedral void in the Fe fcc lattice,
r = 0.517 Å, is larger than both the tetrahedral (r = 0.360 Å) and

the octahedral (r = 0.191 Å) void in the bcc lattice. This feature
explains both the higher solubility in the fcc phase and the desta-
bilization of the bcc lattice with increasing alloy concentration; it
holds similarly for C, N, and B interstitials.

This simple geometrical concept is corroborated by an analysis
of the influence of C interstitials on the bonding and the elastic
constants in Fe–C alloys. A recent combined experimental and the-
oretical study has observed that C atoms weaken the Fe-Fe bonds
in the a-phase, since Fe atoms neighboring an interstitial are
shifted apart [26]. Similarly the elastic constants are weakened.
In particular the elastic anisotropy – characterized by the ratio of
the maximum and minimum shear modulus – increases with C
content in the a-phase; this feature is thus directly connected with
the tetragonal distortion building up. As Zener [47] showed the in-
creased anisotropy destabilizes the bcc lattice structure.
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